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Abstract – In this paper the problem of stratified random 

sampling where randomized response technique is used in 

presence of non-response. Misreporting and refusal to respond 

are two main causes of misleading results from direct or open 

surveys when we ask about sensitive issues directly. Moral 

support for child abuse, drug usage, racism, induced abortion and 

illegal activities are in those issues to which individual either 

misreport or refuse to respond. Generally, individuals do not want 

to unveil their true status and want to keep it confidential because 

of the stigma attached with the question asked. Warner (1965) 

introduced a randomized response model to estimate a population 

proportion for sensitive attribute .The problem is formulated as a 

Nonlinear Programming Problem (NLPP) and is solved using 

Branch and Bound method. Also the results are formulated 

through LINGO. 

Index Terms – Randomized response technique, Stratified 

random sampling, Sensitive attribute, Branch and Bound method. 

1. INTRODUCTION 

The randomized response (RR) technique to procure 

trustworthy data for estimating the proportion of a population 

possessing a sensitive attribute “A” (say) was first introduced 

by Warner (1965). Warner’s modal draws respondents using 

simple random sampling with replacement from the 

population. It requires the interviewee to give a “Yes” or “No” 

answers either to the sensitive question or to its negative 

depending on the outcome of a randomizing device not 

reported to the interviewer. This pioneering work of Warner’s 

(1965) led to modifications and developments in various 

directions. Feeling that the cooperation of the respondent might 

be further enhanced if one of the two questions referred to a 

non – sensitive, innocuous attribute, say Y, unrelated to 

sensitive attribute A, Horvitz et al. (1967) proposed an 

unrelated question randomized response model (U-model) with 

known y   the proportion of non – sensitive attribute Y. 

Theoretical details for this model were given by Greenberg et 

al. (1969). This technique has generated much interest in the 

statistical literature since the publication of Warner’s 

randomized response model. Subsequently, several other 

workers have proposed different RR strategies for instance, see 

the review oriented references like Fox and Tracy (1986) and 

Tarray and Singh (2016). Some times in survey sampling 

certain amount of information is known about the elements of 

the population to be studied. For instance, information may be 

available on the geographical location of the area, e.g. if it is an 

inner city, a suburban or a rural area. Census information will 

provide a wealth of other information about the area, for 

instance, its population at the previous census, its rate of 

population change, the proportion of its population employed 

in manufacturing, or the proportion of its population with 

different origins. Supplementary information of this type can 

be used either at the design stage to improve the sample design, 

or at the analysis stage to improve the sample estimators, or 

both the essence of stratification is the classification of 

population in to sub-population or strata, based on some 

supplementary information and then the selection of separate 

samples from each of the strata. The benefits of stratification 

derive from the fact that the sample sizes in the strata are 

controlled by the sampler, rather than being randomly 

determined by the sampling process after the strata sample 

sizes are made proportional to the strata population sizes. 

Hong et al. (1994) suggested a stratified randomized response 

technique that applied the same randomization device to every 

stratum. Stratified random sampling is usually achieved by 

dividing the population into non – overlapping groups called 

strata and selecting a simple random sample from each stratum. 

An RR technique using a stratified random sampling gives the 

group characteristics related to each stratum estimator. Also, 

stratified samples protect a researcher from the possibility of 

obtaining a poor sample. Under Hong et al.’s (1994) 

proportional sampling assumption, it may be easy to derive the 

variance of the proposed estimator, however, it may cause a 

high cost because of the difficulty in obtaining a proportional 

sample from some stratum. Kim and Warde (2004) presented a 

stratified RR technique using an optimal allocation which is 

more efficient than a stratified randomized response technique 

that using a proportional allocation.  

A primary focus of this paper is the implementation of 

Stratified randomized response technique (RRT)  usingTarray 

and Singh (2016) question randomized response strategy. 

2. PROBLEM FORMULATION 

In the proposed models, the population is partitioned into strata, 

and a sample is selected by simple random sampling with 

replacement (SRSWR) in each stratum. To get the full benefit 

from stratification, we assume that the number of units in each 

stratum is known. Let N be the total number of units in the 

population. The population is partitioned in to k non – 
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overlapping groups such that 


k

1h
hNN , where Nh is number 

of units in the hth stratum (h=1,2,…,k). In stratified population, 




k

1h
ShhS w   , where Sh is the proportion of respondents 

with the sensitive trait in the sample from stratum h and 

N/Nw hh  . The proposed randomized response device 

consists of two – urns: Urn-I contains Mh1 balls, out of which 

rh1 balls bearing the statement, (a) “I belong to the group A”, 

and the remaining (Mh1-rh1) balls are blank with no statement 

on them. Urn-II contains Mh2 balls, out of which rh2 balls 

bearing the statement, (b) “I do not belong to group A” and the 

remaining (Mh2-rh2) balls are blank with no statement on 

them. Each respondent selected in the sample from hth stratum 

is instructed as follows: if he /she belong to the group A, then 

he / she draws balls using without replacement sampling from 

the Urn-I until he/she gets th1 (< rh1) balls bar the statement 

(a), and report the total number of balls, say Xh , drawn by him 

/ her. Thus Xi follows a negative hypergeometric distribution 

given by 
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If he/she does not belong to the group A, then he / she draws 

balls without replacement sampling from the Urn – II until he 

/she gets th2 (<rh2) balls bearing the statement (b), and reports 

the total number of balls, say Yh, drawn by him / her. Thus Yh 

also follows a negative hypergeometric distribution, but with 

different parameters, given by 
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Let nh denote the number of units in the sample from stratum h 

and n denote the total number of units in the samples from all 

strata so that 


k

1h
hnn .Under the assumption that reports are 

made by the respondents truthfully, then the distribution of the 

observed response Zhi is given by 
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An unbiased estimator of the proportion Sh is given by 
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The variance of the estimator Sh̂ is given by 
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Thus the unbiased estimator of 
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Since the selections in different strata are made independently, 

the variance of the  unbiased estimator of S̂  is given by  
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The problem of optimum allocation involves determining the 

sample size say n1 , n2 ,…, nh that minimize the total variance 

V ( S̂ )  subject to sampling cost. The sampling cost function 

is of the form 


k

1h
hhnc , the cost is proportional to the size of 

the sample within any stratum. But when we move from 

stratum to stratum, the cost per unit i.e. hc  may vary. Under 

RRT model the interviewer have to approach the population 

units selected in the sample to get the answers from the each 

stratum. In each stratum the interviewer have to travel from unit 

to contract them, this involves additional cost to the overhead 

cost. Also, we define 
00 CCc  . 

The linear cost function is 


k
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0 ncCC ,  

where
0C  is the over head cost, hc  is the per unit cost of 

measurement in hth stratum, C is the available fixed budget for 

the survey 

Equation (1) can be rewritten as  
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                                                                                             (2) 

The problem of optimum allocation can be formulated as a non 

linear programming problem (NLPP) for fixed cost as  
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The above NLPP can be solved using non linear integer 

programming technique. We can now apply Branch and Bound 

method to determine the optimal sample size in presence of non 

response. This method consists of two strategies, alternatively 

followed till the desired solution is obtained. One strategy 

consists in Branch a problem in to two sub problems and the 

other in solving each of the two sub problems to obtain the 

minimum or suitable lower bound of the objective function. 

   Let us now determine the solution of problems (3) by 

ignoring upper and lower bounds and integer requirements. 

The Lagragian function may be 
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Again differentiating (4) with respect to   in equation to zero, 

we get  
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Solving (5) and (6), we have 
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Substituting (7) in (5), we have  
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   The Branch and Bound method will require the solution of 

sub problems in which some of the ni are fixed. Suppose that at 

rth  node, the fixed values of nh  are for h rI . Then the 

required Lagrangian function is 
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Further, differentiating (9) with respect to hn  and equating to 

zero, we have  
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At rth node,  
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After simplification , we get formula for r th node as 
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where r1  is the set of indices which have been fixed at the rth 

node. 

3. NUMERICAL ILLUSTRATION 

Stratum 

(i) 

Ni Ti wi 
ir  Si

 
Mi ci 

1 400 5 0.3 4.5 0.08 14 15 

2 800 5 0.7 9 0.13 12 20 

Table 1: The stratified population with two strata 

To judge the performance of the proposed a numerical example 

is presented to illustrate the formulation of the problem.  

Assuming that C (available budget) = 4500 units including c0 

and c0 =500 units (overhead cost). Therefore c0 =4500-

500=4000 units. Also we assume that 400 and 700 are stratum 

sizes respectively as given in above table for h = 1,2 , 

N = 400+700 = 1100. The values of Vi  and
2
iiwV are calculated 

as given in table below. 

Table 2: Calculated values of Vi and 
2
iiwV  

Stratum (i) Vi 2
iiwV  

1 10.0059 0.9005 

2 10.0454 4.9222 

Substituting the above calculated values of the parameters into 

(3) non linear programming problem NLPP, we have 
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Using the above minimization problem, we get optimal 

solution as n1 = 72.07895, n2 = 145.9408 and optimal value is 

Minimize )^(V S =  0.04622062. 

Since n1 and n2 are required to be the integers, we branch 

problem R1 into two sub problems R2 and R3 by introducing the 

constraints n1  72 and n1 73 respectively indicated by the 

value n1 =72.07895 which lies between 72 and 73. This process 

of replacing a problem by two sub problems is called 

branching. The solution of these two sub problems can be 

obtained using LINGO software as shown in figure (1). Since 

only one sub problems have integer solutions. Problems R2 

stand fathomed as the optimal solution in each case is integral 

in n1 and n2  and problem R3 is further branched into sub 

problems R4 and R5 with additional constraints as n2  145 ; n2

  146 respectively and R5  has no feasible solution.  Problem 

R4 has been further branched into sub problems R6 and R7 with 

additional constraints as n1 73  and  n1  74; respectively. 

Problems R6 stand fathomed as the optimal solution in each 

case is integral in n1 and n2  and problem R7 is further branched 

into sub problems R8 and R9 with additional constraints as n2  

144 ; n2  145 respectively and R9  has no feasible solution. 

Problem R8 is not fathomed and is further branched into two 
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sub problems, R10 and R11 by imposing the additional 

constraints n2
  74  and  n2

  75 respectively, which suggests 

that R10 is fathomed as the optimal solution in each case is 

integral in n1 and n2 but problem R11 is not fathomed and is 

required to further branching into two sub problems R12 and R13 

by imposing the additional constraints n2  143 and n2  144 

respectively, which suggests that R12 is fathomed as the optimal 

solution in each case is integral in n1 and n2 and R13  has no 

feasible solution. 

Now, all the terminal nodes are fathomed. The feasible 

fathomed node with the current best lower bound is node R2. 

Hence the solution is treated as optimal. The optimal value is 

n1 =72 and n2 = 146 and optimal solution is to Minimize             

V ( S


)= 0.0462206. The total cost under this allocation is 

4000 units. It may be noted that the optimal integer values are 

same as obtained by rounding the nh to the nearest integer. Let 

us suppose V ( S


) = Z, the various nodes for the NLPP (3) 

utilizing table1 and table2, are presented below in figure (1). 

4. DISCUSSION 

A stratified randomized response method assists to solve the 

limitations of randomized response that is the loss of individual 

characteristics of the respondents.  Formulating non linear 

programming problem (NLPP) of optimum allocation in 

stratified sampling with linear cost function in presence of non 

responses using  Branch and Bound algorithm based on  Tarray 

and Singh (2016) provides the optimum integer solution. 
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